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Abstract— Crowd sensing systems enable a wide range of
data collection, where the data are usually tagged with pri-
vate locations. How to incentivize users to participate in such
systems while preserving location-privacy is coming up as a
critical issue. To this end, we consider location-privacy protection
when motivating users to sense data instead of viewing them
separately. Without loss of generality, k-anonymity is utilized
to reduce the risk of location-privacy disclosure. Specifically,
we propose a location aggregation method to cluster users into
groups for k-anonymity preserving, and meanwhile mitigating the
incurred information loss. After that, an incentive mechanism is
carefully designed to select efficient users and calculate rational
compensations based on clustered groups obtained in location
aggregation, where the influences of both the information loss
and k-anonymity in location-privacy preserving are captured into
group values and sensing costs. Through theoretical analysis and
extensive performances evaluated on real and synthetic data,
we find out that the incentive payment increases sharply with
more stringent privacy protection and the information loss can
be further mitigated compared with conventional methods.

Index Terms— Crowdsensing, incentive mechanism, location-
privacy, reverse auction, k-anonymity.

I. INTRODUCTION

THE past few years have witnessed the proliferation of
smart mobile devices, like smartphones and tablets, which

are embedded with powerful processors and plentiful sen-
sors (e.g., GPS, thermometer, microphone, camera). Recently,
the crowdsensing paradigm has been proposed to leverage the
widely distributed mobile devices for sensing and collecting
ubiquitous data, such as Ear-Phone to construct urban noise
map [1], P-Sense to monitor air pollution [2], Nericell to sense
road and traffic conditions [3], and Zee to build indoor finger-
print database [4]. Those sensory results are usually tagged
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with locations to form a database or map for information
release and decision making.

Incentive reward is necessary to compensate the cost for
user participation, because sensing data not only takes the
time but also consumes resources like battery and wireless
traffic. To motivate users, game and auction based incentive
mechanism is designed to calculate the monetary payment [5].
Since sensing tasks are usually related to locations, incen-
tivizing users to complete the tasks within their vicinities
in location aware crowdsensing system becomes increasingly
popular [6], [7]. The sensory data are meaningful only
when they are associated to the corresponding locations in
those crowdsensing systems, such as constructing a noise
map or wireless signal fingerprint database.

Users’ locations are vulnerable to malicious attacks. Even
if users are protected by fake identities like pseudonym,
an adversary can utilize their locations to infer the pri-
vate information, such as political affiliations, alterna-
tive lifestyles, or medical problems [14]. Therefore, it is
especially essential to achieve location-privacy protection.
Location-privacy has been vastly studied in Location
Based Service (LBS) and crowdsensing system, where the
servers or platforms are often regarded untrusted. To pre-
serve location-privacy, various methods are proposed including
information caching [15], spatial cloaking [16], and data per-
turbation [17]. The goal is to prevent the servers or platforms
inferring users’ exact locations. A framework for protecting
location-privacy in spatial crowdsourcing is proposed [18],
where a cellular service provider is considered as a trusted
third party to perform spatial cloaking and interact with
the crowdsourcing server. However, the privacy preserving
methods, such as spatial cloaking, need to process the reported
locations, which frequently incurs large information loss.
Since the information loss will lead to location deviations
from true values which can reduce the data precision, it is
vitally important to mitigate the inevitable information loss in
location-privacy preserving.

Due to the concerns of compensating sensing costs and
preventing personal information leakage, there is a need
to consider both incentive mechanism design and location-
privacy protection simultaneously. However, on the one hand,
stimulating users to join is complicated because strategic users
have different sensing costs and require different rewards.
On the other hand, it is non-trial to achieve low information
loss since location processing is essential to preserve privacy.
Besides, integrating the incentive mechanism and location-
privacy protection organically is no longer addressing them
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Fig. 1. Snapshot of crowdsensing system.

dividedly, which is also much more difficult. With these issues
in mind, we aim to address the two problems in the same time.

In this paper, we consider incorporating location-privacy
protection into incentive mechanism. Particularly, we focus
on k-anonymity location-privacy in the reverse auction design,
and study how privacy protection affects the auction process.
A snapshot of the crowdsensing system is drawn in Fig. 1,
which is composed of Users, Trusted Third Party and Crowd-
sensing Platform. The objective of the crowdsensing platform
is to publish tasks and collect location aware data from the
users. However, the crowdsensing platform is untrusted, while
the users are vulnerable. To preserve user’s location-privacy
in uploaded sensory data, a trusted third party, such as an
independent server or cellular service provider, will aggregate
users into groups according to their locations and process
sensory results within a group as well. The processed data,
like the mean value, in a group with corresponding location
centroid will be uploaded to the crowdsensing platform. After
that, an incentive calculated based on data value and sensing
cost will be paid to users. We promote a location aggrega-
tion method for location-privacy protection and information
loss mitigation. Besides, we design a reverse auction, which
combines the location aggregation process, to stimulate users
and compensate sensing costs. Theoretical analysis and per-
formance evaluations based on real and synthetic data are
provided to demonstrate the system efficiency. We summarize
the main contributions of this paper as follows:

• We propose a novel incentive mechanism with
k-anonymity location-privacy preserving, where the
incentive mechanism also captures the requirement and
consequence of privacy preserving. Such an integrated
framework can not only stimulate users but also protect
private locations.

• We present a location aggregation scheme to preserve
k-anonymity location-privacy, and meanwhile further
mitigate the information loss. The scheme can prevent
location information disclosure and obtain more accurate
results.

• We design a reverse auction based incentive mechanism
to select efficient users and compensate sensing costs,
where the minimum total cost is approximated with a
guaranteed ratio. The incentive mechanism also satisfies
truthfulness, individual rationality and computational
efficiency.

The rest of the paper is organized as follows. Section II
presents related work including incentive mechanism field
and privacy preserving field. Section III formulates location-
privacy protection and the reverse auction, in which
k-anonymity and data collection model are introduced.
In Section IV, we propose the location aggregation algorithm
to cluster users into groups while mitigating information
loss. Section V provides the details of the auction design
where winner selection and payment calculation are explained.
Performances are evaluated in Section VI, and the conclusion
is drawn in Section VII.

II. RELATED WORK

The rise of crowdsensing paradigm has proliferated a broad
range of mobile applications, among which, the requirements
of sensory data tagged with locations become increasingly
common, like outdoor sensory data map [1], [2] and indoor
localization fingerprint construction [4]. The fundamental issue
of crowdsensing system is to efficiently recruit and motivate
user participation. In [8], Gao et al. leverage reverse VCG auc-
tion and Lyapunov optimization to incentivize users to upload
location aware sensory data under the long term participation
constraint. Wen et al. propose a quality driven auction to
construct Wi-Fi fingerprint in indoor localization system [9].
However, a significant problem frequently neglected in these
works is location-privacy protection of users. Since users’
locations are correlated to their identities, it is necessary to
protect the location privacy in crowdsensing system.

Some works, like [10], also take into account the privacy
issue when incentivizing users, but often they stress incen-
tive mechanism design and lack implementation of privacy
protection. Considering differential privacy in incentive mech-
anism, Jin et al. add correlated noise to sensory data when
aggregated to database, in which the crowdsensing plat-
form is assumed trusted [11]. Similar framework is designed
when the prices of users are homogeneous [12]. Actually
the sensory data, such as Wi-Fi RSS and noise, are often
not sensitive, while the tagged locations are sensitive instead.
Besides, adding noise will destroy the data characteristic
and may incur large information loss. Analogously, dif-
ferential location-privacy is combined into winner selec-
tion rule of incentive mechanism [13], but the platform
is regarded trusted and economic properties are guaranteed
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only with probabilities. Users behind the crowdsensing plat-
form who publish the sensing tasks are often anonymous,
thereby it is more appreciated to consider them potentially
malicious. In this paper, we incorporate k-anonymity location-
privacy into incentive mechanism in the data collection phase,
where the crowdsensing platform is regarded untrusted.

As for location-privacy, Gruteser et al. reveal that an adver-
sary can infer users’ private information through locations,
unless location-privacy protection like k-anonymity is imple-
mented [14]. Niu et al. propose a spatial cloaking method to
prevent the LBS server recovering users’ actual locations [19].
They utilize information cache technique to store historical
queries sent to the LBS sever which can reduce the location
exposure risks. In crowdsensing system, Vu et al. utilize
voronoi diagram to cluster users into different groups and pre-
serve k-anonymity as well [20]. Besides, an overview of four
location-privacy protection algorithms is concluded where real
dataset is used to conduct the comparison experiments [21].
However, these methods often suffer from large information
loss, which can damage the usability of sensory data. Microag-
gregation is identified as a good trade-off technique between
privacy protection and information loss reduction [22]–[24].
We propose a location aggregation algorithm to protect the
k-anonymity privacy and further mitigate the information loss.

III. PRELIMINARY AND SYSTEM MODEL

A. Preliminary

1) k-Anonymity: k-anonymity is a metric for privacy pre-
serving [25]. To protect user’s privacy, k-anonymity requires
that at least k reports are combined together before being
released. Regarding k-anonymity of location-privacy, we are
motivated to mix at least k users’ locations into a group,
in which an adversary cannot distinguish one user’s location
from the rest of others’. Besides, we are supposed to further
carry out data fusion, including locations and sensory data,
within a group such as calculating the mean values.

2) Information Loss: Suppose there is a dataset x which is
aggregated into Nk groups. The within-group sum of squares
for group i is defined as:

ssei =
ni∑

j=1

(xi j − xi )
T (xi j − xi ), (1)

where ni is the count of data in group i , “T ” is transposition
and xi is the mean value of group i . ssei is the variance of
group i , which can measure the aggregation property of data
samples in the group. If ssei is large, the data are “far” from
each other, namely the group is not homogeneous. The total
within-groups sum of squares SSE is the sum of ssei :

SSE =
Nk∑

i=1

ssei =
Nk∑

i=1

ni∑

j=1

(xi j − xi )
T (xi j − xi ), (2)

here SSE describes the overall group homogeneity after
aggregation. When nearby data are grouped together, SSE will
be small and the groups are homogeneous. The total sum of

squares SST is:

SST =
Nk∑

i=1

ni∑

j=1

(xi j − x)T (xi j − x), (3)

where x is the mean value of the whole dataset. SST is
determined when the dataset is given and is also independent
from group partition results. The information loss I L is the
ratio between SSE and SST :

I L = SSE

SST
. (4)

Since I L is only related to SSE , thus minimizing I L is equiv-
alent to minimizing SSE . Besides, if groups are homogeneous,
the information loss will be low. Therefore, one of our goals
is to keep the homogeneity after group aggregation.

B. System Model

In the crowdsensing system shown in Fig. 1, the crowd-
sensing platform solicits N users U = {1, 2, . . . , N} to com-
plete location aware sensing tasks, like sensing environmental
data. However, the crowdsensing platform can be malicious,
thus directly exposing users’ raw locations is harmful to the
location-privacy. A trusted third party, which is a cellular
service provider in [18], is supposed to protect the location-
privacy and process the sensory data. The workflow of the
system is as follows:

1) Users report their locations L = {l1, l2, . . . , lN }, out-
door or indoor, to the trusted third party for location-
privacy protection. Here for user i , its location li is
expressed by a tuple (xi , yi ) indicating the two coor-
dinates. Along with those locations, the users will also
claim costs B = {c1, c2, . . . , cN } for taking the sensing
tasks.

2) The trusted third party is supposed to perform aggre-
gation on the locations and interact with the untrusted
crowdsensing platform. In view of k-anonymity pri-
vacy, the trusted third party constructs Nk groups
G = {g1, g2, . . . , gNk } with each group size no less
than k. Based on the group aggregation results, group
values V = {v1, v2, . . . , vNk } and group costs
B

g = {cg
1 , cg

2 , . . . , cg
Nk

} will be computed.
3) According to group values and costs, the crowdsens-

ing platform utilizes the reverse auction to select the
winning groups Wg and calculate corresponding group
payments pg

j , ∀g j ∈ Wg .
4) The users in winning groups are winning users, and their

payments will be computed based on group payments.
5) Winning users will undertake the sensing tasks, and

the trusted third party will process the sensory results
within the same groups, such as computing the mean
values.

6) The processed sensory data tagged with groups centroids
will be uploaded to the crowdsensing platform.

7) The crowdsensing platform pays the winning users
the determined values through the trusted third party
according to 3) and 4).

However, location aggregation for privacy protection will
lead to the information loss, in that the original locations
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instead of the aggregated locations are corresponding to the
sensory results. One of the main concentrations is to mitigate
the information loss and select those users who are near to
each other to form a group. Similar to Eq. (1), the ssei of
gi is:

ssei =
ni∑

j=1

[(xi j − xi )
2 + (yi j − yi )

2], (5)

where ni is the number of users in gi satisfying ni ≥ k,
(xi j , yi j ) is the location of the j th user with (xi , yi ) the mean
location coordinates of gi . Therefore, the total within-groups
sum of squares is calculated:

SSE =
Nk∑

i=1

ssei =
Nk∑

i=1

ni∑

j=1

[(xi j − xi )
2 + (yi j − yi )

2]. (6)

One aim is to minimize SSE for information loss mitigation.
With a little abuse of notations, we will utilize SSE to
denote the total within-groups sum of squares, while sse to
denote within-group sum of squares for a group. The accuracy
and value of the data for each group are highly related to
its sse. Specifically, larger sse means higher information loss
and smaller group value, while smaller sse implies lower
information loss and larger group value. In Section IV-B,
we will step into details about the design scheme of calculating
group value vi when obtaining ssei . Furthermore, the reason
behind will also be explained.

The users are selfish and strategic to maximize their own
utilities. The crowdsensing system aims to minimize the total
cost for the recruited users, while collecting a certain amount
of sensory data with acceptable quality. Considering the case
of noise map construction, a relatively dense noise sample
with low deviation can efficiently deliver the noise message
to people. Therefore, assume that NQ number of data are
required with quality no less than Q, then we formulate
this Cost Minimization with Quality and Number constraints
problem (CMQN) as follows:

min
∑

gi∈Wg

cg
i

s.t . |Wg | ≥ NQ (cardinality constraint)

f (
∑

gi∈Wg

vi ) ≥ Q (quality constraint), (7)

where Wg is the winning group set and f (·) maps group values
to quality, which is non-decreasing and submodular:

f (S) ≤ f (T ) ∀S ⊆ T ⊆ G

f (S ∪ {x}) − f (S) ≥ f (T ∪ {x}) − f (T )

∀S ⊆ T ⊆ G, x ∈ G \ T .

f (.) reflects the diminishing marginal utility of sensory data,
as formulated in [5], [7], and [9]. A typical form for f is
log function, also instantiated in Eq. (25), which captures the
subadditive feature of sensory data value. Another common
instantiation is weighted sum dedicated to the case where the
total value of sensory data is additive. NQ and Q represent
the demands of the crowdsensing platform for sensory data.

Specifically, if the crowdsensing platform requires to collect
a large data volume and high data quality, NQ and Q should
be set to large values, and vice versa.

Denote the payment to user i as pi , then its utility ui is:

ui =
{

pi − ci if i wins

0 otherwise.
(8)

According to the workflow of the system, Eq. (7) and (8),
the results of location aggregation are captured in the reverse
auction. Particularly, group costs, group values and group
aggregations will influence how winning users are selected
and how users’ payments are determined. In addition to
solving CMQN, the reverse auction is also expected to satisfy
the favored economic properties:

Truthfulness: For every user i , it cannot gain a larger utility
by claiming a higher or lower price than its cost ci :

ui (c̃i ) ≤ ui (ci ), (9)

where c̃i is the untruthful claimed cost.
Individual Rationality: For any user i , the corresponding

utility is greater than 0 when claiming the truthful cost:
ui (ci ) ≥ 0.

Computational Efficiency: The reverse auction should be
completed in polynomial time.

IV. LOCATION AGGREGATION FOR PRIVACY PROTECTION

We utilize microaggregation method to cluster the users into
groups according to their location coordinates in consideration
of SSE minimization. Since k-anonymity privacy is to be
preserved, [22] has proved that the multivariate microag-
gregation problem was NP-hard, and an optimal solution
should output groups with size greater than or equal to k
and less than 2k. Therefore, we propose a heuristic location
aggregation algorithm to obtain a suboptimal result where the
incurred information loss turns out to be further mitigated.
Based on Eq. (4), information loss mitigation is equivalent
to SSE minimization, thereby our goal is to acquire a near
optimal SSE .

A. Location Aggregation

Since users’ locations are utilized to perform the aggrega-
tion, we call this procedure location aggregation which needs
to process the two x and y location coordinates. Previous
works have also investigated the multivariate aggregation
problem, therefore before explicating our proposed scheme we
will introduce the related algorithms for better comparison.

1) Maximum Distance to Average Vector (MDAV) [22]
produces a group with fixed cardinality k each time.
To generate a k size group, MDAV will iteratively add
a new data which is closest to the first selected data.
If some data are left, they will form a new group.
However, MDAV still introduces relatively high SSE
due to fixed group size and simple clustering technique

2) V-MDAV utilizes variable group size instead of the fixed
ones [23] to further reduce SSE , in which the size of
group is not necessary to be k. But V-MDAV still uses
the first selected data to determine the next added data.
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Fig. 2. Example of microaggregation with k = 3.

3) Importance Partitioning (IP) leverages the group centroid
to add next data, but the size of generated group is still
fixed [24].

Take Fig. 2 as an example where k = 3. MDAV first outputs
groups 1, 2, 3 and then clusters the rest into group 4. While
V-MDAV will count A, B into group 1 and 2 respectively, and
count C, D into group 3, that is V-MDAV outputs three groups.
As for IP, it adds the rest of users into a group by comparing
the distances between their locations and the group centroid.
In this example, IP will add D into group 3 instead of group 4
since D is closer to the former group.

In this paper, we propose the Variable Centroid Location
Aggregation (VCLA) scheme with an eye to variable size
and distance to group centroid for location-privacy protection.
Assume that we already have n j users in g j , then its sse j is:

sse j =
n j∑

m=1

[(x jm −
∑n j

l=1 x jl

n j
)2 + (y jm −

∑n j
l=1 y jl

n j
)2]

=
n j∑

m=1

[x2
jm − 2x jm

∑n j
l=1 x jl

n j
+ (

∑n j
l=1 x jl)

2

n2
j

+ y2
jm − 2y jm

∑n j
l=1 y jl

n j
+ (

∑n j
l=1 y jl)

2

n2
j

]

=
n j∑

m=1

x2
jm − (

∑n j
l=1 x jl)

2

n j
+

n j∑

m=1

y2
jm − (

∑n j
l=1 y jl)

2

n j
.

If a new user with l ′ = (x ′, y ′) is added to g j , the updated
sse′

j is obtained:

sse′
j =

n j +1∑

m=1

x2
jm − (

∑n j +1
l=1 x jl)

2

n j + 1
+

n j +1∑

m=1

y2
jm − (

∑n j +1
l=1 y jl)

2

n j + 1
,

notice that we count the new user as the (n j + 1)th member
in g j . The incremental within-group sum of squares � j is the
difference between sse′

j and sse j :

� j = sse′
j − sse j

= x ′2 − (
∑n j

l=1 x jl + x ′)2

n j + 1
+ (

∑n j
l=1 x ′

j l)
2

n j

+ y ′2 − (
∑n j

l=1 y jl + y ′)2

n j + 1
+ (

∑n j
l=1 y ′

j l)
2

n j
.

Denote x j =
∑n j

l=1 x jl
n j

, y j =
∑n j

l=1 y jl
n j

, and we obtain:

� j = x ′2 − (n j x j + x ′)2

n j + 1
+ n j x2

j

+ y ′2 − (n j y j + y ′)2

n j + 1
+ n j y2

j

= n j x ′2 − 2n j x j + n j x2
j

n j + 1
+ n j y ′2 − 2n j y j + n j y2

j

n j + 1

= n j

n j + 1
[(x ′ − x j )

2 + (y ′ − y j )
2]. (10)

Eq. (10) shows that we should add the user which is closest
to the group centroid, instead of to the first selected user
as in [22] and [23], for lower sse increase. We describe the
location aggregation process in Algorithm 1, where |·| denotes
the cardinality and d(li , l j ) is the distance between li of user i
and l j of user j .

Algorithm 1 Variable Centroid Location Aggrega-
tion (VCLA)

Input: User set U, location set L and k
Output: Aggregation results G

1 Compute the location distance matrix D between users;
2 Compute the global centroid l;
3 G = ∅, count = 1;
4 while |U| ≥ k do
5 imax = arg maxi∈U d(li , l);
6 gcount = {imax}, U = U \ {imax};
7 for j = 1 : k − 1 do
8 Update the centroid lcount of gcount ;
9 imin = arg mini∈U d(li , lcount );

10 gcount = gcount ∪ {imin}, U = U \ {imin};
11 gcount = extend(gcount , U);
12 G = G ∪ gcount , count = count + 1;

13 if |U| > 0 then
14 for i ∈ |U| do
15 ig = arg min j∈G

|g j |
|g j |+1 d(li , l j );

16 gig = gig ∪ {i};
17 Update G and lig ;

18 return G;

First, we compute the distance matrix and the global cen-
troid in Lines 1-2 which will be utilized in the next group
clustering process. In the while loop, the farthest user to the
global centroid is picked each time in Line 5, then a group
with size k is formed using the centroid of already selected
users’ locations where new users are aggregated one by one
in Lines 6-10. Considering the variable size, each group is
extended in Line 11 which will be analyzed later. The while
loop guarantees that the group size is between k and 2k − 1
with minimum sse increase every time. If there are still some
users left, we will add each of them to the group which incurs
the lowest sse increase in Lines 14-17. Note that the term|g j |
|g j |+1 comes from Eq. (10). Now recall the extend() function
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which allows adaptive group size. For gi with centroid li ,
suppose that the nearest user’s location in the unassigned set
to li is lout :

lout = arg min
j∈Uun

d(li , l j ),

where Uun is the unassigned user set. Let dout represent the
shortest distance between lout and the rest unassigned users’
locations:

dout = min
j∈Uun\{iout }

d(l j , lout ),

and if the following condition holds:

d(li , lout ) < βdout, (11)

corresponding user iout will be counted into gi . Here β is
a constant related to the sparse characteristics of locations.
We show the extend() function in Algorithm 2, which stops
until group size grows to 2k − 1 or Eq. (11) is not satisfied.
In the do-while loop, we extend the input k cardinality group
gi to a larger set bounded by 2k − 1.

Algorithm 2 Extend Groups
Input: Group gi , unassigned set U and location set L

Output: Extended set gi

1 Compute li ;
2 do
3 iout = arg min j∈U d(l j , li );
4 if d(lout , l i ) > βdout then
5 break;

6 gi = gi ∪ {iout};
7 Update li ;
8 while |gi | < 2k − 1;
9 return gi ;

If users have different k values, we can take the maximum
k value to aggregate them, which still satisfies each user’s
requirement of location-privacy protection. To further mitigate
information loss, we subdivide the users into several types
with users of similar k values in one type and aggregate them
separately using the maximum k value of each type, or just
discard users who have very large k values but only constitute
a small proportion.

B. Aggregation Analysis

Lemma 1: VCLA preserves k-anonymity of user’s
location-privacy.

Proof: According to Algorithm 1, the size of each group
is at least k. Since the crowdsensing platform can only get
access to the aggregated location, it cannot distinguish one’s
location from the rest of others’. That is k-anonymity of user’s
location-privacy is preserved.

Lemma 2: The computation complexity of VCLA is O(N2).
Proof: The computation complexity of distance matrix

obtainment is O(N2). As for computing the centroid,
it costs O(N). The iteration times of the while is bounded
by

⌊ N
k

⌋
, and computing farthest user to the centroid costs at

most O(N). The time complexity of clustering k size group is
bounded by (k − 1)O(N). Note that acquiring group centroid
only costs O(1):

lcount = (|gcount | − 1)lcount + limin

|gcount | .

The time complexity of extend function is bounded by
(k − 1)O(N). And adding the rest of users to assigned
groups costs at most (k − 1)

⌊ N
k

⌋
. Therefore, the overall time

complexity is bounded by:

O(N2) + O(N) +
⌊

N

k

⌋

× [O(N) + (2k − 2)O(N) + k − 1] = O(N2)

Lemma 1 and 2 imply that our proposed VCLA can preserve
the location-privacy in an efficient way. Moreover, in the
computation complexity analysis, we find that the time con-
sumption mainly lies in the distance computation and group
clustering which are O(N2). Due to location aggregation,
the sensory data within each group will be processed and
further associated to the group centroid. In VCLA, users
with adjacent locations are clustered. Follow the fact that
sensory data tend to be stable in nearby locations, thus the
processed sensory data can well represent the true values in
group centroids owing to the aggregated adjacent locations
and sensory data stability. We will also validate the time
complexity and sensory data processing in the performance
evaluation.

After location aggregation, we can obtain Nk groups and the
corresponding sse. Furthermore, we are required to calculate
the cost and value for each group which are specified as group
cost and group value. For gi , the group cost cg

i is:

cg
i = ni × max j∈gi c j . (12)

The reason behind Eq. (12) is to satisfy truthfulness and
individual rationality, which will be discussed in Section V.
In the meantime, the value vi of gi is obtained:

vi = α
n1/γ

i

ssei + 1
. (13)

Next, we explain why we design the scheme of computing
group values. Since larger ssei means higher information
loss within a group which will decrease the data quality,
vi is inversely proportional to ssei , and the term +1 in the
denominator is to prevent infinite vi . Besides, more users mean
more accurate aggregated results in that more sensory data
mean lower random error in data fusion, for example when
calculating the mean value of the sensory data within a group
the result will be less impacted by the data randomness if
more sensory data are collected. α and γ are the adjusting
parameters depending on real situations.

Because the crowdsensing platform is regarded potentially
malicious, thus location aggregation is carried out by the
trusted third parity. Since the crowdsensing platform aims
to gather sensory data, it will incentivize winning groups to
complete sensing tasks after the location aggregation, where
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tasks are actually undertaken by the corresponding winning
users. In this paper, we propose a reverse auction to stimulate
users, in which the calculation of the auction process is based
on the group values V = {v1, v2, . . . , vNk } and the group costs
B

g = {cg
1 , cg

2 , . . . , cg
Nk

}.

V. REVERSE AUCTION FOR USER RECRUITMENT

Sensing data will consume resources and users are reluc-
tant to participate for free, thus the crowdsensing platform
needs to compensate the winning users for sensing costs. The
crowdsensing platform is supposed to collect the sensory data
from participatory users, which is formulated as CMQN in
Eq. (7). Considering the sensory data procurement, we propose
a reverse auction to model the winner determination process
for selecting winners and the payment calculation process
for compensating consumptions. The reverse auction is also
expected to satisfy truthfulness, individual rationality and
computational efficiency.

A. Winner Selection and Payment Calculation

Before stepping into the detailed description for reverse
auction design, we first demonstrate that CMQN is NP-hard.

Theorem 1: The CMQN problem defined in Eq. (7) is
NP-hard.

Proof: In order to prove that CMQN is NP-hard, we show
that a Special case of CMQN (SCMQN) is NP-hard, which is
formulated in Eq. (14):

min
∑

gi∈Wg

cg
i

s.t . |Wg| = K
∑

gi ∈Wg

wivi ≥ Q, (14)

where K is a constant and wi is a factor associated to vi .
Next we will demonstrate the NP-hardness of SCMQN by
reduction from the Minimum Size-constrained Weighted Set
Cover (MSWSC) problem [26].

As for MSWSC, there are a set W, and a set of subsets
in W denoted as Wg = {g1, g2, . . . , gNk }. Each gi ∈ Wg is
assigned with a weight cg

i . The objective of MSWSC is to
find a subset of Wg of size K with the minimum total weight
whose union can cover W. To link the MSWSC and SCMQN,
we carry out the following reduction:

• For each element gi ∈ Wg , it has wi copies.
• Each element in W should be covered Q times.

Since the reduction can be completed in polynomial time
and every instance of MSWSC can be reducible to SCMQN,
the NP-hardness of SCMQN is proved. Furthermore, CMQN
generalizes SCMQN, thus CMQN is NP-hard.

Theorem 1 shows that CMNQ is NP-hard, thereby
directly solving it is computationally intractable. Alternately,
we implement an efficient greedy algorithm to obtain a guar-
anteed suboptimal result. Given set W , define the marginal
value of gi as:

ρgi (W ) = f (W ∪ {gi }) − f (W ). (15)

According to the submodularity of f (.), ρgi (W ) is diminishing
over set W . The ratio between ρgi (W ) and cg

i is the marginal
efficiency. We myopically select a group with the highest
marginal efficiency, and if there is a tie, choose the group
with a lower index. We depict the selection of winning groups
in Algorithm 3.

Algorithm 3 Reverse Auction Winner Selection: CMQN

Input: Group set G, value set V, cost set B
g , constraint

parameters Q, NQ

Output: Winning group set Wg

1 Wg = ∅, Q′ = Q, N ′
Q = NQ , G

′ = G;
2 while Q′ > 0 || N ′

Q > 0 do
3 ρgi (Wg) = f (Wg ∪ {gi }) − f (Wg);

4 g′ = arg maxgi∈G′
ρgi (Wg)

cg
i

;

5 Wg = Wg ∪ {g′}, G
′ = G

′ \ {g′};
6 Q′ = Q − f (Wg), N ′

Q = N ′
Q − 1;

7 return Wg ;

Conditions of while assure that the winning group set Wg

satisfies the cardinality constraint and the quality constraint.
Lines 3-4 choose the highest marginal efficiency group at
each iteration. Lines 5-6 update winning group set, unselected
group set and constraints. The output of algorithm 3 is also
a suboptimal solution to CMQN, where an approximation
ratio to the optimal result in the worst case will also be
illustrated. After determining the winners, the crowdsensing
platform needs to compute payments for winners. The basic
idea behind payment calculation is to eliminate the influence of
the winning group by excluding it from G, which is illustrated
in Algorithm 4.

In Algorithm 4, Line 4 describes the winner exclusion
process, and then each time a group g′ with the highest
marginal efficiency is picked in Line 8. After that, a temporal
payment p′ is obtained which is the ratio between the marginal
efficiency of g j and the marginal efficiency of g′ multiplying
claimed cost c′ in Lines 9-10. Parameters are updated and
constraints are checked in Lines 11-13. Finally, the payment
is the maximum value of all temporal payments in Line 14.
Suppose that user j is in gl , j will share the group payment
evenly with the other group members:

p j = pg
l

nl
, (16)

where pg
l is the group payment obtained from Algorithm 4

and nl is the number of users in gl . Eq. (16) also implies
that the payment to each winning user depends on both
the location aggregation results and the reverse auction
process.

B. Reverse Auction Analysis

In what follows, we will analyze the performances of
the proposed reverse auction. In addition to the preferred
economic properties, we also present the performance bound
of the result for CMQN in Algorithm 3.
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Algorithm 4 Reverse Auction Payment Calculation
Input: Winning group set Wg , group set G, value set V,

cost set B
g , constraint parameters Q, NQ

Output: Group payment set P
g = {pg

1 , pg
2 , . . . , pg

Nk
}

1 for gi ∈ G do
2 pg

i = 0;

3 for g j ∈ Wg do
4 G− j = G \ g j , W− j = ∅, P− j = ∅;
5 Q′ = Q, N ′

Q = NQ ;
6 do
7 ρgl (W− j ) = f (W− j ∪ {gl}) − f (W− j );

8 g′ = arg maxgl∈G− j

ρgl (W− j )

cg
l

;

9 ρg j (W− j ) = f (W− j ∪ {g j }) − f (W− j );

10 p′ = ρg j (W− j )

ρg′ (W− j )
c′;

11 W− j = W− j ∪ {g′}, P− j = P− j ∪ {p′};
12 G− j = G− j \ {g′};

Q′ = Q − f (Wg), N ′
Q = N ′

Q − 1;
13 while Q′ < 0 & N ′

Q <= 0;
14 pg

j = max P− j ;

15 return P
g;

Lemma 3: A solution of CMQN is feasible if and only if
the solution is feasible to the following problem:

min
∑

gi∈G

I ′
i cg

i

s.t . |W ′| ≥ NQ∑

gi ∈G

ρgi (S)I ′
i ≥ Q − f (S) ∀S ⊆ G

I ′
i ∈ {0, 1}, (17)

where ρgi (S) is defined in Eq. (15) and I ′
i is an indicator:

I ′
i =

{
1 if gi ∈ W ′

0 otherwise.
(18)

Proof: Suppose W is a feasible solution to CMQN, and
Ii is the corresponding indicator of gi . Since W is feasible,
we have |W | ≥ NQ and f (W ) ≥ Q. Because f (·) is a
non-decreasing and submodular function, according to [27],
f (·) has the following property:

f (T ) ≤ f (S) +
∑

g j ∈T\S

ρg j (S) ∀S, T ⊆ G.

As for the second constraint:
∑

gi∈G

ρgi (S)Ii =
∑

gi ∈W\S

ρgi (S)Ii

≥ f (W ) − f (S)

≥ Q − f (S).

On the contrary, assume that W ′ is a feasible solution to
the problem described in Eq. (17), and I ′

i is the indicator.

Since W ′ is feasible, its cardinality is no less than NQ , that is
the first constraint in CMQN holds. Let S = W ′, we obtain:

0 =
∑

gi ∈G

ρgi (W ′)I ′
i ≥ Q − f (W ′).

Therefore f (W ′) ≥ Q, which means the second constraint in
CMQN is satisfied.

Overall, the two problems are equivalent.
Lemma 3 implies that we can view the original CMQN from

the perspective of the marginal value.
Lemma 4: Given 0 < x1 ≤ x2 ≤ . . . ≤ xn, and y1 ≥

y2 ≥ . . . ≥ yn > 0. If Z = ∑n−1
i=1 xi (yi − yi+1) + xn yn =

x1y1 + ∑n−1
i=1 (xi+1 − xi )yi+1, we have:

Z ≤ (max
i

xi yi )[1 + ln min (
xn

x1
,

y1

yn
)]. (19)

Proof: Since Z = ∑n−1
i=1 xi (yi − yi+1) + xn yn and

xi ≤ (maxi xi yi )/yi , then Z ≤ (maxi xi yi )[∑n−1
i=1

(1 − yi+1
yi

) + 1]. Due to the fact that:

lnx ≥ 1 − 1

x
∀x ≥ 1,

we have:

Z ≤ (max
i

xi yi)[
n−1∑

i=1

(1 − yi+1

yi
) + 1]

≤ (max
i

xi yi)[
n−1∑

i=1

ln
yi

yi+1
+ 1]

= (max
i

xi yi)[
n−1∑

i=1

ln
y1

yn
+ 1].

Similarly, we can prove that Z ≤ (maxi xi yi)[∑n−1
i=1 ln xn

x1
+1].

Therefore, Eq. (19) is acquired.
As for CMQN , Algorithm 3 outputs a suboptimal solution

Wg with total cost
∑

gi∈Wg
cg

i in TQ iterations satisfying

TQ ≥ NQ . Denote the optimal result of CMQN as Wopt with
total cost

∑
g j ∈Wopt

cg
j . Assume that a winning group gi is

added into Wg at the ri th round, and the corresponding win-

ning group set is Wri
g . Let θ ri = cg

i

ρgi (W
ri −1
g )

which represents

the reciprocal of the marginal efficiency at the ri th iteration,

and δ1 = θ
TQ

θ1 , δ2 = maxgi∈Wg

ρgi (W 0
g )

ρgi (W
ri −1
g )

. We give the bound of

the ratio between the suboptimal total cost to the optimal total
cost in Theorem 2, in which we extend the result in [28] to
the constrained size submodular set cover problem and provide
detailed proofs.

Theorem 2: The suboptimal cost of Algorithm 3 satisfies
(1+ ln min{δ1, δ2})-approximation to the optimal cost, that is:

∑
gi∈Wg

cg
i∑

g j ∈Wopt
cg

j

≤ 1 + ln min{δ1, δ2}. (20)

Proof: In Algorithm 3, we select a group with the
highest marginal efficiency, namely the minimum θ t , at each
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tth iteration. According to Lemma 3, the problem in Eq. (17)
is equivalent to CMQN. Consider its relaxation problem:

min
∑

gi∈G

Ii c
g
i

s.t .
∑

gi∈G

ρgi (W t
g)I ′

i ≥ Q − f (W t
g) t = 0, 1, 2, . . . , TQ − 1

Ii ≥ 0. (21)

Note that TQ ≥ NQ guarantees the final generated Wg satis-
fies the cardinality constraint, and Ii is non-negative instead
of 0 or 1. Suppose Cl

g is the optimal value of Eq. (21),

thus Cl
g ≤ ∑

g j ∈Wopt
cg

j . Let 	 = (θ1, θ2 − θ1, . . . , θTQ −
θTQ−1), according to the group selection process and the
non-decreasing submodular function f (·), θ t+1 ≥ θ t and
	 
 0. For a given winning group gi , the marginal value
satisfies:

ρgi (W 0
g ) ≥ ρgi (W 1

g ) ≥ . . . ≥ ρgi (Wri −1
g ) ≥ ρgi (Wri

g ) = 0,

where “≥” holds due to submodularity of f (·). In line with
Lemma 4, we obtain:

θ1ρgi (W 0
g ) + (θ2 − θ1)ρgi (W 1

g ) + . . .

+ (θ ri − θ ri −1)ρgi (Wri −1
g )

≤ max
t=1,2,...,ri

{θ tρgi (W t−1
g )}[1 + ln min{θ

ri

θ1 ,
ρgi (W 0

g )

ρgi (Wri −1
g )

}]

≤ cg
i [1 + ln min{δ1, δ2}], (22)

here maxt=1,2,...,ri {θ tρgi (W t−1
g )} ≤ cg

i because Algo-
rithm 3 selects a group with the highest marginal efficiency
(minimum θ t ) each time, and gi is added at the ri th round.

The dual problem of the relaxation problem is:

max

TQ−1∑

t=0

[Q − f (W t
g)]xt

s.t .

TQ−1∑

j=0

ρgi (W t
g)xt ≤ cg

i i = 0, 1, 2, . . . , Nk

xt ≥ 0. (23)

According to Eq. (22), (1 + ln min{δ1, δ2})−1	 is a feasible
solution to the dual problem. Therefore:

(1 + ln min{δ1, δ2})−1[θ1(Q − f (W 0
g )) + (θ2 − θ1)

× (Q − f (W 1
g )) + . . . + (θTQ − θTQ−1)(Q − f (W

TQ−1
g ))]

≤ Cl
g ≤

∑

g j∈Wopt

cg
j .

Besides:

∑

gi ∈Wg

cg
i =

TQ∑

t=1

θ t ( f (W t
g) − f (W t−1

g ))

= θ1(Q − f (W 0
g )) +

TQ∑

t=2

(θ t − θ t−1)(Q − f (W t−1
g )).

Finally, we obtain:
∑

gi ∈Wg

cg
i ≤

∑

g j ∈Wopt

cg
j (1 + ln min{δ1, δ2}), (24)

and the theorem is proved.
Theorem 2 indicates that the worst performance of

Algorithm 3 still maintains a guaranteed approximation ratio
compared with the optimal result.

Theorem 3: The reverse auction is truthful.
Proof: To prove truthfulness, we need to demonstrate that

the reverse auction is monotone and pays threshold values [29].
The reverse auction is monotone. Suppose a group g j with

claimed cost cg
j wins the auction, and if the group claims

another cost c̃g
j ≤ cg

j , according to the winner selection rule,

the group will still be selected as a winner. As for the users
in the group g j , if claiming a lower cost, the group cost will
not increase according to Eq. (12), and the user will still win
the auction. Therefore, the reverse auction is monotone.

The reverse auction pays the threshold values. First,
we prove that for g j ∈ Wg , pg

j is the threshold payment.
Assume that the maximum value in P j is the r th value. If the
cost cg

j is higher than pg
j , the group will be sorted after r ,

and g j will not be selected as a winner any more. Second,
we demonstrate that the payment to any winning user is the
threshold value. From Eq. (16), users in the same winning
group share the group payment equally. If any user claims a
cost higher than the payment, the group cost will be larger
than the group payment, and the group will not be selected,
namely the user will lose the auction. Thus, the reverse auction
pays a threshold value to each winning user.

Theorem 4: The reverse auction is individual rational.
Proof: For any user losing the auction the utility is 0.

Therefore, we focus on the winning user case. For any winning
group g j , the payment pg

j is the maximum value in P j , which
is assumed to appear in the r th place. Then, we obtain:

pg
j = ρg j (Wr−1

g )

ρg′(Wr−1
g )

c′,

where g′ is the highest marginal efficiency group with regard
to the already selected group Wr−1

g at r th round. If pg
j < cg

j ,
the group g′ will be selected according to Algorithm 3, and g j

will be not selected any more, which is a contradiction. Thus
pg

j ≥ cg
j and the payment of any user in group g j satisfies:

pg
j

n j
≥ cg

j

n j
= max

i∈g j
{ci },

which means the payment is no less than the cost. That is the
reverse auction is individual rational.

Theorem 5: The reverse auction is computational efficiency.
Proof: First, we discuss the winner selection process

described in Algorithm 3. The maximum iteration times is
bounded by max{

⌊
Q

min{v j }
⌋

, NQ }. The computation complex-

ity of finding the highest marginal efficiency group is bounded
by O(Nk ), where Nk is much larger than NQ and Q

min{v j } in the
crowdsensing system. Therefore, the computation complexity
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is bounded by:

max{
⌊

Q

min{v j }
⌋

, NQ }O(Nk ) ≤ O(N2
k ).

Second, we provide the computation complexity of the
payment calculation illustrated in Algorithm 4. The cardinality
of Wg is bounded by Nk , and the for loop iterates at most
Nk runs. In each iteration, the process is similar to the
winner selection, and the complexity is bounded by O(N2

k ).
Computation complexity of getting the maximum value of all
temporary payments is bounded by O(Nk ). Thus we have:

O(Nk ) + Nk(O(N2
k ) + O(Nk )) = O(N3

k ).

Overall, the reverse auction can be completed in polynomial
time, that is computational efficiency.

Theorem 5 gives the upper bound of the time complexity.
However, the computation complexity also relates to the group
values and group costs, which can lead to large variance in the
computation complexity. After all, the computation complexity
will not exceed O(N3

k ).

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performances with compar-
isons to baseline methods. We use the dataset from [30] which
includes indoor locations and corresponding magnetometer
measurements. The dataset provides Round-trip time-of-flight
and magnetometer measurements at 1589 mobile node loca-
tions from 30 deployed stationary anchors in New Wing
Yuan supermarket in Sunnyvale, CA. The data were collected
during a period of 15 days and contained about 30000 sensing
entries. To retain the repetitive locations in the dataset, we add
small random noises to those locations. Due to the clustered
locations in the dataset, β in Eq. (11) is assigned to 1.1 which
prevents seriously deviated locations from being extended
into a group, thus mitigating the information loss in location
aggregation. α and γ are set to 2 and 3 in Eq. (13), in which
γ represents that the group size is positively correlated to
the data value but not the key factor, while α is an adaptive
parameter which balances the data value and quality constraint
to make the defined data value more appropriate for practical
situation. Quality constraint Q and cardinality constraint NQ

are assigned 18 and 180, while users’ costs are uniformly
distributed in (0, 3). We also utilize the diminishing return
form as non-decreasing submodular function f (·):

f (W ) = λln(1 +
∑

gi∈W

vi ), (25)

where λ is an adaption parameter and set to 3, whose reason
is similar to α in terms of log function f (.).

A. Location Aggregation

The information loss is only dependent on SSE , hence we
use SSE to evaluate the location aggregation performance.
For better comparison, we will show the SSE of our proposed
VCLA and the other three baseline methods MDAV, V-MDAV,
IP, using both real data from [30] and synthetic data. Regarding
the synthetic data, users’ locations are randomly distributed in

TABLE I

COMPARISON OF SS E WITH REAL DATA

TABLE II

COMPARISON OF SS E WITH SYNTHETIC DATA

Fig. 3. Running time of VLCA.

a 50 × 50 square. The results are shown in TABLE I and II
respectively, where the numbers of users are 10000, 20000,
and 30000. Besides, we make the lowest SSE result bold in
each case to better illustrate the algorithm comparisons.

Both results indicate that VCLA can always introduce lower
information loss, which is very essential to obtain accurate
sensory data. Besides, the information loss increases with
k increasing, that is more stringent privacy protection will
lead to more information loss. We also show the running
time of VCLA using the real dataset when the number of
users varies from 3000 to 30000 with an interval 3000 in
Fig. 3, which reflects that the computation complexity is in
polynomial time. Moreover, since the computation complexity
is dominated by the location distance computation and k size
group aggregation, the running time is mainly decided by the
number of users, which is not much relevant to k.

Next we discuss the influence of location aggregation on
sensory data processing. In the location aggregation process,
we cluster the users when there are more likely near to each
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Fig. 4. Demonstration of spatial stability.

other into a group. Therefore, if the sensory data of adjacent
locations have little changes, which we call it spatial stability,
the processed sensory data like calculating the mean values can
well represent the real sensory data value of the group centroid.
To this end, we use the magnetometer measurement at each
location in the real dataset, where the missing magnetometer
values are complemented based on those in adjacent locations.
Define the magnetometer difference between two adjacent
locations as:

di f f (i, i − 1) = |m(i) − m(i − 1)|,
where m(i) and m(i −1) are the magnetometer measurements
of two adjacent locations. Through computing the normalized
magnetometer difference, we can measure the spatial stability
of the sensory data:

�di f f (i, i − 1) = di f f (i, i − 1)

max{di f f (i, i − 1)} .
We show the cumulative distribution function of
�di f f (i, i − 1) in Fig. 4. According to the figure, we obtain
that the magnetometer data has good spatial stability.
Furthermore, we study the magnetometer difference within a
group compared to the processed magnetometer result which
is the mean value in this case. For group gi , its maximum
magnetometer difference is computed:

maxdi f fi = max
j,k∈gi

|m( j) − m(k)|.

Accordingly, the mean magnetometer measurement m(i)
of gi is:

m(i) =
∑

j∈gi
m( j)

ni
.

Denote relative variation �i as the ratio between maxdi f fi

and m(i). If �i is small, the processed result has a little
deviation from the real value, that is the processed result is
accurate. Specifically, we consider the case N = 30000 and
k = 3. We aggregate locations and calculate the �i for each
group. The average value of �i is 0.0437 and the cumulative
distribution �i is displayed in Fig. 5. The results indicate
that most �i is less than 0.1. Beyond that, we also find
that the large �i is mainly caused by singular magnetometer
measurements in the original dataset. Even so, the average �i ,
equivalent to 0.0437, is still very small. Overall, the processing
procedure has little influence on the final accuracy of sensory
data.

Fig. 5. Demonstration of magnetometer ratio.

Fig. 6. Influence of user numbers.

B. Reverse Auction

We will show the results of our marginal efficiency method,
and the cost efficiency method which selects winning users
according to the descend cost and computes the payments
similar to that of our marginal efficiency method. Analogously,
the cost efficiency method also satisfies the favored economic
properties. All the experiment results are obtained by using
real dataset. First, we present the cost and payment influenced
by the number of users and privacy protection respectively.
The total costs and payments are shown in Fig. 6 when k = 4,
which illustrates that with the increase in the number of users,
the total costs and payments tend to decrease since the crowd-
sensing platform has more options to select from. Besides,
the cost and payment are in the same level for our marginal
efficiency method which means the total payment also satisfies
guaranteed approximation to the optimal total cost. Moreover,
the total cost and payment of our marginal efficiency method
are obviously lower than those of the cost efficiency method.
Then we discuss the impact of privacy protection, namely
k value. We set the number of users to 30000, and vary the
k value from 2 to 6. The results are shown in Fig. 7, which
indicates that the total costs and payments are growing hugely
for more stringent privacy protection. The reason behind is that
when k becomes large, more users are needed to form a group.
According to the group bid calculation in Eq. (12), the bid will
increase sharply with k, therefore the total cost and payment
will grow dramatically under the same data cardinality Q.

Finally, we illustrate that the reverse auction satisfies truth-
fulness, individual rationality and computation efficiency. For
better demonstration, we will give the results of the case where
N = 2000 and k = 4. We run the algorithm for 100 times and
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Fig. 7. Influence of privacy level.

Fig. 8. Truthfulness.

Fig. 9. Individual rationality.

Fig. 10. Running time of reverse auction.

randomly choose an untruthful cost of a user, then compare
the utilities between truthfully and untruthfully claiming cost,
which are shown in Fig. 8. The figure proves that the user’s
utility of truthfully claiming is no less than that of untruthfully
claiming, that is the reverse auction is truthful. All users’
utilities are shown in Fig. 9, which reveals that users’ utilities
are non-negative, namely the reverse auction is individual
rational. The running time of the reverse auction is drawn
in Fig. 10, and we can see that the reverse auction is in

polynomial computation time. Because the running time of
winner selection and payment calculation are dependent on
the group values, costs as well as the number of users, there-
fore the running time will fluctuate instead of monotonically
increasing over the number of users.

VII. CONCLUSION

In this paper, we consider incorporating location-privacy
protection into incentive mechanism design for crowdsens-
ing system. We propose VCLA to aggregate locations for
k-anonymity privacy preserving, and meanwhile mitigate the
information loss. A reverse auction is designed to incentivize
user participation, where the features of location-privacy pre-
serving are also captured. The reverse auction meets a guaran-
teed approximation ratio and satisfies truthfulness, individual
rationality, computational efficiency as well. Performances are
evaluated to demonstrate the efficiency of the crowdsensing
system.
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